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Enhancing Participation of Widespread Distributed 

Energy Storage Systems in Frequency Regulation 

through Partitioning-based Control 

Yujun Lin, Haowen Luo, Yin Chen, Qiufan Yang, Jianyu Zhou, and Xia Chen, Senior Member, IEEE 

Abstract—In recent years, a significant number of dis-

tributed small-capacity energy storage (ES) systems have 

been integrated into power grids to support grid fre-

quency regulation. However, the challenges associated 

with high-dimensional control and synergistic operation 

alongside conventional generators remain unsolved. In 

this paper, a partitioning-based control approach is de-

veloped for the participation of widespread distributed 

ES systems on frequency control in power systems. The 

approach comprises a network partitioning method and a 

two-layer frequency control scheme. The partitioning 

method utilizes a community detection algorithm in which 

the weights between the buses are calculated based on the 

electrical distances. After partitioning the buses into dif-

ferent groups, an optimization-based frequency control 

system with two layers is established to aggregate and 

dis-aggregate the inertia and droop coefficients so that 

frequency regulation and economical operation can be 

achieved. The effectiveness of the proposed method is 

demonstrated through numerical simulations on an IEEE 

39-bus system. The results confirm the successful elimi-

nation of frequency deviations and low operating cost of 

the proposed approach. 

Index Terms—Community detection algorithm, dis-

tributed control, energy storage, frequency response. 
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Ⅰ.   INTRODUCTION 

o achieve carbon neutrality, renewable energy 
sources such as wind and solar power systems are 

being extensively promoted in China [1]. However, the 
increasing integration of renewable energy into power 
grids can lead to undesired power fluctuations, which may 

threaten the frequency security of power systems [2][5]. 
To address this problem, distributed small-capacity en-
ergy storage (ES) systems have been introduced to reduce 
transmission losses and investment and operating costs, 
and to increase installation location flexibility [6]. How-
ever, the widespread installation of small-capacity dis-
tributed ES systems presents two significant technical 
challenges for frequency control: 1) line impedance vari-
ations can result in different frequency response charac-
teristics among buses, which increases control com-
plexity [7]; and 2) controlling a large number of ES 
systems results in a high-dimensional optimization 
problem, which poses a significant computational bur-
den [8]. It is therefore necessary to address the fre-
quency control challenges that arise from the wide-
spread deployment of small-capacity distributed ES 
systems. 

There is an abundant pool of literature on frequency 
control methods for widely distributed ES systems. In 
[9][11], automatic generation control (AGC) signals 
for secondary frequency regulation are generated using 
PI controllers. In particular, reference [9] designs a 
finite-time consensus algorithm to allocate AGC signals 
to individual ES systems using sparse communication 
networks, whereas in [10], a battery management sys-
tem is developed to address the ES sizing issue. In [11], 
a progressive state recovery strategy is proposed to 
optimize frequency control in electric vehicles (EVs) by 
considering charging preferences. It should be noted 
that the above methods are based on a simplified sin-
gle-machine frequency response model. In [12], the 
inertia coefficients of distributed energy resources are 
optimally tuned in real time using distributed controllers 
to improve the frequency response metrics. In [13][19], 
the optimization problems of the converter inertia and 
droop are solved to guarantee frequency security and 
system stability. However, centralized optimization 
methods usually suffer from long computation time, 
considerable communication overload, privacy issues, 
and low scalability. In contrast, distributed methods, 
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such as the one proposed in [20][22], can help address 
these issues. However, they may not consider the sys-
tem network, leading to reduced frequency control ac-
curacy. 

Although frequency fluctuations are effectively re-
duced and power system resiliency is enhanced by these 
methods, they cannot be easily applied to widespread 
ES systems directly because of their significant com-
putational burden due to the high dimensionality of the 
optimization problem. In particular, the entire system is 
treated as a single bus in the AGC method, and the 
influence of the grid topology on the frequency dy-
namics is overlooked. To address these challenges, a 
partitioning-based control technique is proposed as a 
potential solution in [8], which involves a partitioning 
algorithm and a control scheme. 

An appropriate partitioning is crucial for improving 
frequency control accuracy. Network partitioning algo-
rithms have been investigated in several studies over the 
past decade. In [23], a general fully decentralized parti-
tioning based on peer-to-peer communication is pro-
posed. However, the efficiency of such algorithms may 
become limited as the scale of the power system in-
creases because of their high computational burden [24]. 
To overcome this problem, the k-means algorithm is 
modified in [25] to obtain more accurate partitioning 
results. However, although the k-means algorithm is 
widely used for partitioning in other fields, it may not be 
appropriate for power systems because bus locations in 
power systems are represented through relative dis-
tances in a coordinate system. This poses a challenge for 
accurately calculating the weights between the buses 
and the resulting partitions using the k-means algorithm. 
Moreover, all the aforementioned algorithms require the 
objectives to be represented in an absolute coordinate 
system to facilitate centroid calculation and the subse-
quent provision of the partitioning results based on 
these centroids. Directly transforming the relative and 
absolute coordinates can distort the relative information 
between the buses [26]. 

There are a few studies on partitioning methods based 
on relative distances. A novel clustering procedure is 
performed by utilizing the exchange of distance infor-
mation between agents and a consensus voting algo-
rithm in [27], whereas a community detection algorithm 
is used to control drinking water networks in [28]. A 
community detection algorithm proposed in [29] has 
been applied in power systems to handle cascading 
failures in [30], and to control high-voltage transmission 
networks in [31] and voltage coordination in [32]. 
Compared to other partitioning methods, this algorithm 
provides improved partition quality with higher effi-
ciency in large networks [24]. However, the application 
of community detection algorithms to the control of 
large-scale ES systems has not been reported in the 
existing literature. 

Partitioning-based control methods for frequency 
regulation have also been investigated in previous 
studies. In [8], the Ng–Jordan–Weiss spectral clustering 

algorithm is proposed to cluster distributed resources 
into different groups, and distributed model predictive 
control is utilized to reduce the scale of the control 
problem by generating the control signal for each group 
separately. In [33], the k-means algorithm is utilized to 
regroup heterogeneous loads into distinct homogenous 
clusters according to their parameters. In [34], EVs are 
partitioned into three main states and the frequency 
control signal is dispatched only to EVs in the control-
lable state. Although the aforementioned network par-
titioning methods effectively enhance computational 
efficiency, they fail to recognize the significance of the 
power system topology in achieving accurate parti-
tioning, which is critical for efficient frequency control. 
Neglecting the power system topology can potentially 
lead to suboptimal partitioning and degrade frequency 
control efficiency. 

A comparative summary of frequency control 
methods for ES systems is presented in Table Ⅰ. The 
aggregate model and network structure are neglected in 
most studies. In contrast, a community detection algo-
rithm based on the electrical distance is adopted in the 
proposed method in this paper to improve frequency 
control performance. Frequency control is performed 
over two layers for aggregating and disaggregating the 
inertia and droop coefficients to achieve frequency 
regulation and economical operation. The participation 
of ES systems in the inertial and primary frequency 
responses is optimized by considering both frequency 
regulation and economical operation. The main con-
tributions of this study are as follows. 

1) A community detection algorithm-based parti-
tioning method is introduced. Unlike previous studies 

[23][25], partitioning can be performed without de-
termining the number of groups in advance and the 
partition quality can be directly evaluated. 

2) A novel partitioning-based control strategy that 
incorporates line impedance considerations is intro-
duced to improve frequency control accuracy and sta-

bility. In contrast to the control methods in [9][11], 

[13], [22], [33][34], the proposed strategy accounts for 
system line impedance and device locations. It is 
therefore applicable to large-scale power systems. 

3) In contrast to centralized control methods 

[13][19], the approach proposed in this study utilizes a 
distributed control architecture that maintains control 
performance and stability under a switching commu-
nication topology and failures. Global communication 
is achieved in the distributed architecture through 
neighboring information exchange, thereby avoiding 
the single point of failure inherent to centralized control. 

The remainder of this paper is organized as follows. 

Distance measurement and the partitioning algorithm 

are introduced in Section Ⅱ. The proposed two-layer 

frequency control method is presented in Section Ⅲ. 

The results of simulations conducted to demonstrate the 

performance of the proposed method are reported in 

Section Ⅳ. Finally, conclusions are drawn in Section V. 
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TABLE Ⅰ 

THE COMPARATIVE SUMMARY OF THE LITERATURE REVIEW ON FREQUENCY CONTROL OF ESS 

References 
Control objectives 

(besides frequency regulation) 
Control methods 

Considering 

aggregate 

model 

Considering 

network struc-

ture 

Frequency 

service type 

[8] Economic operation Distributed model predictive control Yes No Secondary 

[9] SOC balance 
Leader-follower finite-time consensus 

control 
No No Secondary 

[10] Battery management Rule-based BESS Control No No Secondary 

[11] Battery state recovery Probabilistic control Yes No Secondary 

[12] DC link voltage control MPC No Yes Secondary 

[13] Active power sharing 
Optimization-based 

disaggregation strategy 
Yes No Primary 

[14] Power loss minimization Optimal robust allocation No Yes Primary 

[15][17] 
Converter and generator efforts 

minimization 2H  norm optimization No Yes Primary 

[18] Active power sharing 2H  norm optimization No Yes Primary 

[19] System stability improvement Multi-step optimization No Yes Primary 

[22] Economic operation Distributed Quasi-Newton method No No Primary 

[33] Power reduction Aggregated control scheme Yes No Secondary 

[34] SOC balance SOC synchronous control No No Secondary 

Proposed 

method 
Economic operation MPC; leader-follower consensus control Yes Yes Primary 

Ⅱ.   PARTITIONING ALGORITHM 

In this section, the concepts of effective impedance 
and a community detection algorithm are introduced to 
lay the foundations for partition quality optimization 
and frequency control. 

A. Distance Measurement 

In power systems with many distributed ES systems, 
the electrical network can be locally aggregated based 
on their uneven distribution, known as the community 
structure [35]. Frequency control performance can be 
affected by the community structure. If line impedance 
is considered, the considerable differences between the 
frequency responses of the distributed ES systems in a 
large-scale power system and the average frequency of 
the entire system used as the controlled variable may 
adversely affect frequency regulation performance.  

The electrical distance can be effectively dealt with 
via reasonable partitioning to reduce the frequency 
variance in each group. The effective impedance, which 
is directly related to power loss, is therefore a suitable 
metric for measuring the distances between groups. 
Using the nodal voltage equation I YU and the nodal 

voltage 
1( ),k le e U Y  the effective impedance 

eff

klz  

between the buses k and l can be calculated as [36]: 
eff T T 1( ) ( ) ( )kl k l k l k lz     e e U e e Y e e        (1) 

where Y is the admittance matrix; ke  and le  denotes a 

unit vector with 1 at the position index k and l. 

B. Partitioning Algorithm 

A power network can be viewed as a weighted net-
work with the weights of the edges representing the 
effective impedances between the buses. The network 
can be partitioned using a community detection  

algorithm [33], in which the modularity of a partitioning 
strategy is calculated as: 

,

1
( , )

2 2

i j

ij i j

i j

k k
A c c

m m
 

 
  

 
               (2) 

where 

1, if buses  and   are in the same group
( , )

0, otherwise
i j

i j
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
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
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max  

ij

ij

ij
i j

z
A

z
                               (5) 

where ρ is the modularity of the partitioning result; 
ijA  

is the electrical weight between buses i and j; ik  is the 

degree of group i; and m is the total weight of all the 
edges in the graph. The effective impedance in (1) de-
pends only on the impedance matrix of the power net-
work and the locations of buses i and j. A small effective 

impedance eff

ijz  corresponds to a large electrical weight 

ijA  indicating a close connection between the two buses. 

From (2), it can be seen that a large value of ρ indi-
cates a favorable partitioning result in which buses 
between the lines with larger effective impedances are 
separated into different groups. Consequently, the aim 
of the partitioning approach is to optimize the value of ρ 
in the network, which is an NP-hard problem [37]. A 
heuristic method [24] is introduced to reduce the com-
putational burden. 
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 Suppose each bus belongs to its own group, any two 

buses can be partitioned in every step, leading to an 

increment of ρ given by: 

 

21 (2 ) (2 ) ,  if 0   

0,  otherwise

i j ij

ij

m k k m A  
  



          (6) 

In addition, an indirect increment 
jk  is also pro-

duced by connecting bus k to bus i or bus j, as: 

,  if  is connected to  and 

/ ,  if  is connected to , not  

/ ,  if  is connected to , not  

jk ik jk

jk ik j k

jk jk i k

k i j

k k m k i j

k k m k j i

  

 

 

  


  


  

(7) 

The algorithm can be expressed as follows. 

Step 1: Initial condition, i.e., each bus is in its own 

group. For each bus, e.g., bus i, the initial value of 
ij  

is calculated using (6). 

Step 2: The maximum positive 
ij  is chosen and 

vertex i is added to the corresponding group j. 

Step 3: The weighted network is updated using (7) 

after Step 2 is carried out in each node. 

Step 4: Repeat Steps 2 and 3 until all the buses are 

partitioned into a group. 

After Step 4, the partitioning result with the maxi-

mum value of the modularity ρ is selected as the final 

partitioning result. All the vertices within a close range 

are then partitioned into groups. The flowchart of the 

proposed partitioning algorithm is presented in Fig. 1. 

The proposed two-layer frequency control method is 

then developed by using this partitioning result and 

accounting for the electrical distance. This method in-

volves controlling the ES systems within each group 

and coordinating controls between the groups. 

 

Fig. 1.  Flowchart of proposed partitioning algorithm. 

Ⅲ.   TWO-LAYER FREQUENCY CONTROL 

In this section, a two-layer frequency control 
framework inspired by [13] is proposed. The aim of this 
framework is to achieve the dual objectives of fre-
quency regulation and economical operation. The fre-
quency control scheme consists of two layers: 1) the top 
layer, which is implemented in a centralized controller, 
optimizes the total inertia and droop coefficients for 
favorable frequency regulation performance, and 2) the 
bottom layer which disaggregates the inertia and droop 
coefficients for individual ES systems to improve the 
economic performance of the system. 

A. Top Layer Control 

As shown in Fig. 2, the controller periodically sam-
ples the aggregate information of each group, solves the 
model predictive control problem, and generates the 
aggregate inertia and droop coefficients of the groups. 
The aim of this layer is to improve frequency control for 
ES systems and maintain the frequency stability of the 
power system. Virtual inertia serves to emulate the 
inertial responses of traditional synchronous generators 
and offer inertial support by renewable energy sources 
such as solar and wind power. In addition, virtual syn-
chronous machines can regulate and stabilize system 
frequency by controlling their output power. 

 
Fig. 2.  Block diagram of proposed control scheme. 

The frequency dynamics of the entire system, the 
aggregation process, and the optimization problem, are 
introduced next. 

The power system investigated in this study consists 
of distributed ES systems, conventional synchronous 
generators, wind farms, and loads. Inertia and droop 
controls are adopted in primary control to provide basic 
power sharing for the ES systems. The frequency dy-
namics of the ES systems and synchronous generators 
can be described as: 
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m
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m
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P
P R g G
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where 
g , n ,

gM , and
gD are the generator frequency, 

synchronous frequency, and the inertia and damping 
coefficients of the synchronous generator g, respec-

tively; G is the set of conventional generator buses; ESN  

is the set of ES buses; m

gP , 
gP , and 

glP  are the turbine 

mechanical power, real power injected at bus g, and real 

power flow from bus g to l, respectively; iM  and iD  

are the inertia and damping coefficients of ES system i, 

respectively; iP  is the real power injected at the bus of 

ES system i; 
g  is the time constant of the turbines; and 

gR  is the inverse of the droop constant. 

The inertia coefficient 
gM is usually much larger 

than the turbine time constant 
g . The latter can there-

fore be ignored in the aggregate model of each group. 
The aggregate model of group k is thus expressed as: 

agg agg

agg

n load,agg agg

d 1
( )

d

k k

k k

k k

D
P

t M M


           (11) 

where 
agg

k  is the average frequency k; load,kP  is the 

aggregate electrical load; while 
agg

kM  and 
agg

kD  are the 

aggregate inertia and droop coefficients of group k, 
respectively. The latter three can be calculated as: 
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ES

ES ES
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(12)

 

where kG  and ESkN  are the sets of conventional gener-

ators and ES systems that belong to group k, respec-
tively. 

The discrete model of (11) can be expressed as: 
agg

agg agg

dagg

d load,agg

( )
( 1) 1 ( )

( )

1
                   ( )

( )

k

k k

k

k

k

D t
t T t

M t

T P t
M t
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 
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 

 
 
 

        (13) 

where dT  is the discrete time interval. 

The inequality constraints of the state and control 
variables are expressed as: 

min max

agg

min max

agg

min max

( 1)

( )

( )

k

k

k

t

M M t M

D D t D
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



≤ ≤

≤ ≤

≤ ≤

                 (14) 

where min  and max  are the lower and upper bounds of 

the frequency, respectively; minM  and maxM  are the 

lower and upper bounds of the aggregate inertia coeffi-

cients, respectively; minD  and maxD  are the lower and 

upper bounds of the aggregate damping coefficients, 
respectively. The cost function comprising both the 
frequency deviation and the inertia and damping coef-
ficients is expressed as: 

g

g

2 2 2
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agg 2 agg 2
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( ) ( 1) ( ) ( ( 1) )
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k
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  





Q R
ω U

(15) 

where α, β, q, and r are the weight coefficients of the 

control objective; Q and R are diagonal matrices com-

posed of coefficients q and r, respectively; the element 

at position k in the vector U(t), which consists of control 

variables, is [
agg ( )kM t ,

agg ( )kD t ]. 

The control objective is to minimize (15). The ob-
tained control sequence for the current control period, 

T
agg agg agg agg agg agg

1 1( ), ( ), , ( ), ( ), , ( ), ( )k k N NM t D t M t D t M t D t  u

is then applied to every group, as shown in Fig. 2. 

B. Bottom Layer Control 

The aim of the bottom layer is to disaggregate the 
aggregate inertia and droop coefficients for each ES 
system to minimize the operating cost of the system. 
The optimization problem for the optimal response of 
the ES systems can be expressed as: 

d

ES
ES

0, ,
min  ( ) d

i i k
k

T

i i
tM D i N

i N

f P t
  



                (16) 

where the cost function ( )if   is defined as:  
2( ) ( )i i i i i i if P a P b P c                    (17) 

Based on the frequency response of the ES systems in 

(9), the actual input power iP  provided by ES system i 

is a function of its inertial and droop coefficients, and 

can be written as: 
* *

ESd ( ) d ( ),i i i k i k kP P M t t D t i N          (18) 

where iP
 is the optimal economic dispatch decision for 

ES system i in group k before the load change; iM 
 is 

the inertia coefficient of ES system i in group k; iD
 is 

its droop coefficient; and k
  is the average frequency 

deviation of group k. Note that the inertia and damping 
coefficients of the conventional generators are not con-
sidered in (16) because the generator parameters cannot 
be changed. 

It is evident that the cost function (17) is strictly 
convex. Thus, in the steady state, the system operator 
conducts an economic dispatch to ensure that the in-
crement cost satisfies: 

*

ES( ) ,i i kf P i N                       (19) 

According to (18) and considering 
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* *d ( ) / d ( )i k i kM t t D t      as a perturbation of iP
, 

the cost function in (17) can be approximated as: 
* *

* *

( d ( ) d ( )) ( )

( ) d ( ) d ( ) ( )

i i k i k i

i i k i i k

f P M t t D t f P

f P M t t f P D t
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   

     
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≈
 (20) 

The augmented part in (20) should be kept constant 
when there is a load change. This yields: 

*

*

ES
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As this constraint must hold for any value of 
*d ( ) dk t t   and 

* ( )t ( 0)t ≥ , the following con-

ditions hold: 
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       (22) 

Thus, the optimal inertia and damping coefficients for 
all the ES systems belonging to group k are given by: 
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   (23) 

Using (23), the control parameters iM 
and iD

can be 

directly calculated and sent to each ES controller in the 
centralized mode. The computational speed of the 
proposed model and techniques is comparable to that of 
a single-droop control approach. Thus, the optimization 
process involved in determining the optimal values of 
the inertia and droop coefficients can be efficiently 
completed within the time frame required for frequency 
regulation. Therefore, the proposed model and tech-
niques can be executed with sufficient speed for effec-
tive frequency regulation. 

However, centralized control requires all the ES 
systems to be linked to a centralized controller in which 
all the required information, such as the network and 
load parameters, is collected to solve the control prob-
lem and control each ES. This approach typically suf-
fers from a long computation time, considerable com-
munication overhead, privacy issues, and low scalabil-
ity. In contrast, distributed control requires no central-
ized controller. Instead, the system converges to an 
optimal solution through neighbor-to-neighbor com-
munication over a sparse communication network, 
which is more appropriate for widely distributed ES 
systems. The modeling and design of the distributed 
control algorithm to maintain (22) in distributed mode is 
thus introduced next. 

Communication between the ES systems can be de-

scribed by an undirected graph  : ,G V E  of the set of 

all the ES systems  1 2: , , , NV V V V and the set of 

communication links E V V  . If nodes i and j have a 

communication link, then ( , ) .i jV V E The Laplace 

matrix 
N NL R is defined as: 

1

,
[ ]

,

N

ij

jij

ij

a i j
l

a i j






  
 


L                       (24) 

where 
ija  denotes the communication weight, and it is a 

positive value if ( , )i jV V E  and 0 otherwise.  

For a system with a leader (labeled as node 1), the 
pinning gain is defined as: 

 
10, ( , )

0, otherwise

i i

i

g V V

g






＞
                     (25) 

A leader-follower consensus algorithm is proposed to 

allocate the control signals 
agg

1 ( )M t  and 
agg

1 ( )D t  from 

the upper layer to each ES system, as shown in Fig. 2. 
To maintain (22), the local state variables of the ES 
system are defined as follows: 

M

D

( )

( )

i i i i i

i i i i i

f P M h M

f P D h D




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 

                (26) 

where M

i  and 
D

i  are local state variables of the inertia 

and droop coefficients. 
The number of leader is set to 1. The leader can re-

ceive control signals from the upper layer to update its 

inertia and droop coefficients 
*

1M  and 
*

1D  as follows: 

agg

*

1

ES

agg

*

1

ES
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

           (27) 

where 
agg

kM and
agg

kD are the aggregate inertia and droop 

coefficients for group k from the top layer, respectively; 

while ESkN  is the cardinality of ESkN .  

The dynamics of the inertia and droop coefficients of 
the followers are as follows: 

M

D

d

d

d

d
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                            (28) 

where 
M M M M M
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
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Let 1 1 1î i i ih M h M        , equation (29) can 

then be rewritten as: 
M M M M

,

D D D D
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ˆ ˆ ˆ( )
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i ij i j k i i
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
            (30) 
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Because the steady-state values of the derivatives of 

the inertia and droop coefficients are zero, the steady 

state of (30) can be expressed as: 
ss

M,ss M,ss 1

ss
D,ss D,ss 1

d
ˆ ˆ( ) ( )

d

d
ˆ ˆ( ) ( )

d

γ γ
t

γ γ
t






      



       


M
0 L G L G 0 0

D
0 L G L G 0 0

(31) 

where the superscript “ss” in M,ssγ̂  and D,ssγ̂  stands for 

the steady state. 

Equation (31) implies that: 
M M
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D D

1 ES
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t t i N
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     (32) 

which in turn implies that the consensus of the system 

can be achieved as: 
* *

1 1 ES

* *

1 1 ES

lim ( ) ( ) ( ) ( ) 0, 2, ,

lim ( ) ( ) ( ) ( ) 0, 2, ,
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(33) 

Equation (22) is hence maintained in distributed 

mode, thereby guaranteeing high resilience and effi-

ciency. 

Ⅳ.   SIMULATION RESULTS 

Four simulation cases are designed to compare the 
proposed method with other control methods. The ef-
fectiveness of the proposed partitioning method is veri-
fied in subsection A. In subsections B and C, the basic 
control performance of the proposed control method is 
compared with those of existing control methods. In 
subsection E, the verification of the plug-and-play 
functionality of the proposed control approach is pre-
sented. 

The proposed method is evaluated in an IEEE 39-bus 

network with ES systems labelled as ES1ES12 ran-
domly installed in buses 4, 6, 13, 16, 18, 19, 23, 26, 30, 
31, 35, and 37, as shown in Fig. 3. The impedance pa-
rameters and conventional loads of the system are set to 
those of the IEEE 39-bus and the base power is set to 
100 MVA. The parameters of the conventional gener-
ators are listed in Table Ⅱ. The comprehensive details of 
the control algorithm are listed in Table Ⅲ, whereas 
Table Ⅳ lists the parameters associated with the ES 

systems. The cost coefficients ia and ib  are modeled as 

truncated Gaussian distributions 
2( , ).   Matlab is 

used to execute the partitioning algorithm presented in 
Section Ⅱ, while the control algorithm and frequency 
regulation model explained in Section Ⅲ are realized 
using the simulink framework. The partitioning algo-
rithm is incorporated into the control algorithm by lev-
eraging the functionality of the Matlab function block, 
which is a robust tool for seamlessly integrating custom 
algorithms into the simulink environment. 

 

Fig. 3.  Schematic diagram of test network and partitioning result 

by proposed method. 

TABLE Ⅱ 

PARAMETERS OF THE TEST NETWORK 

Parameters Value 

R (p.u.) [2.5, 5.7, 6.5, 6.3, 5.1, 6.5, 5.6, 5.4, 8.3, 10] 

g (s) [4, 5, 6, 4.5, 5, 5.5, 5, 4.5, 5, 6] 

GM (p.u.) [42, 30.3, 35.8, 28.6, 26, 34.8, 26.4, 24.3, 34.5, 500] 

GD (p.u.) 1.5 

baseS (MVA) 100 

ref (Hz) 50 

TABLE Ⅲ 

PARAMETERS OF THE MPC AND CONSENSUS ALGORITHM 

Parameters Value 

ija  0.5 

ig  1.2 

/q r  1/1 

dT (s) 1 

max min/  (p.u.) ±0.01 

TABLE Ⅳ 

PARAMETERS OF THE ES SYSTEMS 

Parameters Value 

baseS (MVA) 100 

max min/M M (p.u.) 30/10 

max min/D D (p.u.) 20/10 

iC (MWh) 3.2 

max min/SOC SOC  0.8/0.2 

(0)SOC  0.5 

ia  (2.7,1.52), no less than 0.5 

ib  (60, 152), no less than 10 

ic  0 

/a   0.9/0.1 
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A. Comparison of Partitioning Results 

To verify the effectiveness and influence of the pro-

posed partitioning method on frequency control, a 

comparative study of different partitioning methods is 

presented. At 2 st , the loads at buses 18, 19, and 31 

undergo a step increase of 0.1 p.u. The root mean 

squared error (RMSE) of the frequency is utilized to 

measure the effectiveness of frequency control. A lower 

RMSE indicates a better partitioning result, while RMSE  

for the different partitioning results are calculated as: 

2

RMSE ref
0

1 1
( ) d

T

i

i B

t
T B 

              (34) 

where B denotes the set of buses; i  is the frequency of 

bus i after control following the disturbance; ref  the 

frequency before the disturbance; and | | means the 

cardinality of the set. 

The partitioning results from two other methods in 

existing papers are presented along with those from the 

proposed method in Table V. The RMSE  values and 

modularity ρ are also listed to compare the partition 

quality. As shown in Fig. 4, under the step load in bus 

17, the proposed method achieves better performance 

compared with the other methods by partitioning the ES 

systems with similar frequency characteristics into the 

same group. This case study shows that the proposed 

method partitions the network with higher modularity, 

and enhances coupling within each group and decou-

pling between different groups. 

Based on the partitioning results from the proposed 

method, ES systems 1, 2, 3, and 10 are partitioned into 

Group 1; 4, 6, 7, and 11 into Group 2; and 5, 8, 9, and 12 

into Group 3. The ES systems are renamed as 1-1ES to 

1-4ES , 2-1ES to 2-4ES , and 3-1ES to 3-4ES . The final par-

titioned groups are shown in different colors in Fig. 3. 

TABLE V 

THE COMPARISON OF DIFFERENT CONTROL METHODS 

Methods  
Ⅰ 

(Method in [13]) 
Ⅱ 

Ⅲ 

(Conventional droop control) 
Ⅳ 

Proposed 

method 

Functions 

Economic dispatch √ √ × × √ 

Partitioning algorithm × × √ √ √ 

Dynamically adjustment of 

/d dM D  
× √ × √ √ 

Frequency control 

performance 

RMSE (Hz) 0.0643 0.0663 0.0607 0.0595 0.0613 

nadir (Hz) 0.0951 0.0921 0.0816 0.0805 0.0825 

ss (Hz) 0.0570 0.0694 0.0558 0.0550 0.0567 

Operational cost ($)  4.404 4.417 4.417 5.625 4.426 

Information  

required 

Generator parameters √ √ √ √ √ 

System frequency × √ × √ √ 

Load power √ √ √ √ √ 

Operation cost coefficient √ √ × × √ 

 

 

 

Fig. 4.  Frequency control results for different partitioning methods. 

(a) Proposed method. (b) Method in [25]. (c) Method in [26]. 

B. Step Load Increase 

In this case study, the dynamic response of the system 
to a step load increase of 0.1 p.u. in bus 18 is investi-
gated. It should be noted that this scenario can also be 
interpreted as reconnecting an initially disconnected 
load of 0.1 p.u. to bus 18 through a switch. The results 
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from the different control methods are listed in Table V. 
Method Ⅰ corresponds to the method in [13] where the 
total inertia and droop coefficients of the ES systems are 

fixed to 
ES ES

43.07 and 61.44i ii N i N
D M

 
    to en-

sure nadir 0.1 Hz. ≤  In Method Ⅱ, the partitioning al-

gorithm in Section Ⅱ.B is omitted, i.e., the number of 
groups is set to 1, while the proposed method utilizes 
three groups. In Method Ⅲ, the inertia and droop coef-
ficients of all the ES systems are fixed and the operating 
cost of the system is not considered. In Method Ⅳ, the 
total inertia and droop coefficients of the groups are 
tuned dynamically in a similar manner to the proposed 
method but the operating cost is not considered. Control 

targets comprising frequency RMSE RMSE( ), fre-

quency nadir nadir( ),  and steady-state deviation ss( )  

are compared. 
The simulation results for the system frequency de-

viations under the different control methods are shown 
in Fig. 5(a). The green and blue trajectories correspond 
to Methods I and Ⅱ, respectively, while the frequency 
response of the proposed method is shown as the red 
trace. As seen, the proposed method outperforms 
Methods I and Ⅱ in effectively suppressing the fre-

quency nadir nadir and eliminating oscillations. The 

superior control performance of the proposed method 
can be attributed to the following reasons: 

1) The inertia and damping coefficients are dynami-
cally adjusted by solving (15) using the real-time in-
formation of the power system, such as the frequency 
and load power. The profiles of the inertia and droop 
coefficients are presented in Fig. 6.  

2) The ES systems are partitioned into groups to im-
prove the frequency response.  

The operating costs of the different control methods are 
compared in Fig. 5(b). The operating cost of Method Ⅲ, 
in which the inertia and droop coefficients of all the ES 
systems are fixed and identical, is shown in blue, while 
the green line denotes the operating cost of Method Ⅳ, 
in which the total inertia and droop coefficients of the 
groups are tuned dynamically at set intervals (1 s in this 
case) to solve (15) and the ES parameters are equally 
allocated. The red line represents the proposed method. 
The difference between the red and green lines is that 
the control parameters for the ES systems in the former 
are given by (22) to minimize the operating cost. The 
results show that the proposed method can significantly 
improve the economic performance of the system 
compared to the other methods. 

 

 

Fig. 5.  Simulation results for step load increase condition. 

(a) System frequency. (b) Operating cost.  

 

 

Fig. 6.  Control signals of the proposed method under step load 

increase condition. (a) Inertia coefficients. (b) Droop coeffi-

cients. 

C. Normal Operation 

The dynamic performance of the proposed method is 

further studied by adding wind power to bus 18 of the 

system, as shown in Fig. 3. The wind power is shown in 

Fig. 7. The simulation results presented in Fig. 8 show 

that compared with the other methods, the proposed 

method provides clearly improved frequency control at 

a comparable operating cost. The inertia and droop 

coefficient profiles are shown in Fig. 9. 

 

Fig. 7.  Active power of wind farm (the base power is set to 100 MVA). 
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Fig. 8.  Simulation results for normal operation condition. (a) System 

frequency. (b) Operating cost. 

 

 

Fig. 9.  Control signals of proposed method under normal opera-

tion condition. (a) Inertia coefficients. (b) Droop coefficients. 

The following conclusions can be drawn from the 

comparisons: 

1) Compared to Methods I and Ⅲ, the inertia and 

droop coefficients are dynamically adjusted in the 

proposed methodbased on real-time information of the 

power system, such as the frequency and load power. As 

a result, the proposed method is able to effectively 

suppress frequency regulation targets such as nadir  and 

ss , leading to the elimination of oscillations. 

2) Compared with Method Ⅱ, frequency regulation is 

improved by ES partitioning, which is a key feature of 

the proposed method. Line impedance can cause sig-

nificant variations in the frequency responses of dis-

tributed ES systems in a large-scale power system. 

Therefore, simply using the average frequency of the 

entire system as a controlled variable, as in Method Ⅱ, 

may result in poor control performance. In comparison, 

proper partitioning can effectively account for the 

electrical distances and reduce the frequency variation 

within each group, leading to better control perfor-

mance.  

3) Compared with Method Ⅳ, the proposed approach 

considers both primary frequency regulation and eco-

nomic performance in the power system. As a result, the 

frequency control requirement is satisfied while the 

overall system operating cost is reduced. In contrast, 

Method Ⅳ focuses only on frequency regulation 

without considering the economic aspect, leading to 

suboptimal cost performance. 

D. Operation Under Another Type of Wind Power 

Disturbance 

The dynamic performance of the system under wind 

power output disturbances with longer timescales and 

more extreme operating conditions is investigated in 

this subsection, to highlight the effectiveness of the 

proposed control algorithm in addressing severe wind 

power disturbances. Similar to the previous subsection, 

wind power is added to bus 18 of the system, but with a 

different output sequence of 300 s obtained from [38], 

as shown in Fig. 10. It should be noted that the wind 

power disturbances in Fig. 10 represent the deviations 

from the steady-state wind power, as forecasted earlier, 

rather than the actual outputs. 

 

Fig. 10.  A second type of wind power disturbance (the base 

power is set to 100 MVA). 

Figure 11 shows the superiority of the proposed 

method for frequency control and economical operation 

under prolonged wind power disturbances. The varia-

tions of the inertia and droop coefficients with time are 

shown in Fig. 12. Because of the larger unpredictability 

of wind power, more frequent fluctuations are present in 

the inertia and droop coefficients compared to those in 

Section IV.C. However, these variations consistently 

remain within the operational constraints without en-

dangering system safety. 
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Fig. 11.  Simulation results for operation under second type of 

wind power disturbance. (a) System frequency. (b) Operating cost. 

 

 

Fig. 12.  Control signals for operation under second type of wind 

power disturbance. (a) Inertia coefficients. (b) Droop coefficients. 

E. Communication Topology Switching 

The control performance under communication to-
pology switching is also evaluated to illustrate the re-
silience and flexibility of the proposed control method. 
The topology switching and corresponding system re-
sponses are shown in Fig. 13. The communication links 
between ES 4 and the other ES systems are completely 

severed at 50 st  to simulate a scenario similar to the 

shutdown of an ES unit. By analyzing this specific 
scenario, the resilience and effectiveness of the ES 
systems in maintaining system performance during 
communication disruptions can be evaluated. At the 

beginning, the frequency deviation at the steady state is 
limited to less than 0.15 Hz with the communication 

links intact. At 25 st , the 14 communication link is 

broken although the topology remains connected. As 
shown in Fig. 13(a), the steady-state frequency devia-
tion is maintained at nearly the same value and there is 
no persistent impact under the proposed frequency 
control method. As seen from Figs. 13(b) and (c), the 
inertia and droop coefficients of the ES controllers re-

main constant even after the link failure. At 50 st , the 

switching topology is unbalanced by the failure of the 

34 link, which causes ES 4 to be isolated from the 
other ES systems in the same group. However, the 
control objective is maintained because the other ES 
systems share the inertia and droop coefficients origi-

nally allocated to ES 4. Finally, at 75 st , ES 4 is re-

turned to service immediately after the recovery of the 

14 link. This demonstrates the resilience of the pro-
posed control method under switching communication 
topologies and its ability to maintain stability during 
communication failure. 

 

 

 

Fig. 13.  Simulation results for switching communication topology 

condition. (a) System frequency. (b) Inertia coefficients. (c) Droop 

coefficients. 
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F. Comparison of Computational Time 

As shown in (23), the computational complexity of 

the developed model is equivalent to that of sin-

gle-droop control but with a faster computational speed. 

To highlight the difference in computational time, a 

comparison is performed between the proposed algo-

rithm and a traditional algorithm. 

In the traditional algorithm for comparison, equation 

(15) is used as the objective function for the top layer 

optimization problem and (16) as the objective function 

for the bottom layer optimization problem. The top 

layer optimization problem can therefore be formulated 

mathematically as: 

 min (15),  s.t. (8) (14)                  (35) 

The bottom layer optimization problem can be ex-

pressed mathematically as: 

ES

agg agg

ES

min max

min max

(17) (18)

/ /

min (16), s.t. ,k

i i k k

i N
k

i

i

M D M D

i N
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D D D
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
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

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

≤ ≤

≤ ≤

(36) 

The Matlab distributed optimization toolbox and the 

Cholesky factorization algorithm are used to address 

this quadratic convex optimization problem within the 

distributed solution environment. The solution times of 

the proposed control method based on distributed con-

sensus and the traditional method for two systems of 

different scales are compared in Table Ⅵ. 

TABLE Ⅵ 

SOLVING TIME 

System 
Proposed  

method (s) 

Traditional  

algorithm (s) 

3 Groups, each containing 

12 ES systems 
0.016 097 0.688 76 

3 Groups, each containing 

100 ES systems 
0.492 79 70.1583 

As seen, both methods can meet the control timescale 

requirement of a solution time of less than 1 s when the 

number of controlled ES systems is small (corre-

sponding to a scenario of three groups, each containing 

12 ES systems). However, with a larger number of 

controlled ES systems, the solution time of traditional 

optimization algorithms is significantly increased, 

making them impractical. Therefore, the proposed 

method is better suited for handling situations requiring 

control of a large number of ES systems. 

Ⅴ.   CONCLUSION 

In this study, a partitioning-based frequency control 

method using a community detection algorithm parti-

tioning method has been proposed for ES systems. The 

proposed method optimizes both the inertial and pri-

mary frequency responses of ES systems to achieve 

effective frequency regulation and economical opera-

tion. Simulations on a modified IEEE 39-bus system 

demonstrate that the proposed method achieves effec-

tive frequency regulation and economical operation, 

and outperforms other methods in terms of frequency 

deviation and total cost. The results highlight the im-

portance of considering the power system topology in 

partitioning-based methods and showcase the resilience 

and flexibility of the proposed method in handling un-

expected circumstances through a distributed frame-

work.  

The proposed method provides a promising solution 

for frequency regulation and economical operation of 

power systems with ES systems, which can potentially 

enhance the reliability, efficiency, and sustainability of 

power systems. This approach provides a practical so-

lution to overcome the challenges associated with 

power systems containing widely distributed ES sys-

tems. 
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